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**Research Topic Selection: Artificial Intelligence**

The list below includes good potential topics and resources for your Comprehensive Assessment paper. You do not need to choose from this list, but if you do not, it is a good idea to speak to me to confirm that your topic will work.

Remember that your topic must be related to Artificial Intelligence and that you will have to examine it from the perspectives of three social science disciplines. The list is divided in themes and fields. One way to do it is to select one theme and one field, for instance: The Ethics of AI in Law Enforcement.

Field: PRIVACY

Moodle "pitch": From tracking algorithms integrated on phone apps to smart homes, the amount of information private corporations such as Facebook or Amazon have on you is unprecedented. The same is true of the government. In law enforcement for instance, the police widely adopted dragnet surveillance practices enhancing drastically the data it collects on its citizens. Facial recognition is particularly controversial. The use of personal data in AI poses threats of unlawful or undesired decisions by algorithms, with drastic consequences for individuals. Sensitive AI privacy legislation include transparency, risk assessment, explainability, and predictability requirements.
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* Catherine Crump, Surveillance Policy Making by Procurement, 91 Wash. L. Rev. 1595 (2016).
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