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Research Topic Selection: Artificial Intelligence 

The list below includes good potential topics and resources for your Comprehensive Assessment paper. You do not need to choose from this list, but if you do not, it is a good idea to speak to me to confirm that your topic will work. 

Remember that your topic must be related to Artificial Intelligence and that you will have to examine it from the perspectives of three social science disciplines. The list is divided in themes and fields. One way to do it is to select one theme and one field, for instance: The Ethics of AI in Law Enforcement. 

Field: HEALTHCARE

Moodle "pitch" Healthcare: You have a Fitbit or an Apple Watch? Then you already benefit from the advances of AI in healthcare. Other promises include more efficient triage to avoid biases, the early detection of diseases, robots that could perform complex surgeries, robots that could accompany the elderly in elderly care houses, etc. Most biomedical companies are already heavily reliant of AI, which is itself dependent on patient health information. This poses privacy concerns, especially when governments are considering sharing Canadian health information with AI companies (regulation). In terms of Bias, data overly trained on one set of patients (usually Caucasian) could lead to costly medical mistake with members of other groups. Who would be responsible for such a mistake (ethics): the doctor, the AI-provider, the government?
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