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Research Topic Selection: Artificial Intelligence 
The list below includes good potential topics for your Comprehensive Assessment paper. You do not need to choose from this list, but if you do not, it is a good idea to speak to me to confirm that your topic will work. 
Remember that your topic must be related to Artificial Intelligence and that you will have to examine it from the perspectives of three social science disciplines. The list is divided in themes and fields. One way to do it is to select one theme and one field, for instance: The Ethics of AI in Law Enforcement. 

Themes

Ethics: computers are now taking on social responsibilities, helping determine who gets credit, who can be released early from prison, who committed a traffic violation, etc. Machine learning is designed in such a manner that often the more precise it is, the less engineers can explain how AI decisions are made. How can we determine the right balance between efficiency and transparency? Can this be made safely? What happens when machines reach super-intelligence, or general-AI? Could this threaten us? Who is responsible for machine biases and mistakes? What about if a killer-robot makes a mistake? If machines reach human levels of intelligence, should they gain rights and moral status? 
Bias: Algorithms are designed by humans and depend on data. As a result, they can carry the biases of their creators, or those that are inherent to the datasets that feed algorithms. In the USA, some credit score ratings have been found to be biased against individuals living in historically Black or Latino neighborhoods. Predictive policing based on biased historical law enforcement data can lead to the over-policing of already vulnerable neighbourhoods. Even more problematic is that these biases can be swift under the rug because AI is supposedly neutral, meaning AI can accentuates group inequalities with the imprimatur of neutrality. 

Privacy: From tracking algorithms integrated on phone apps to smart homes, the amount of information private corporations such as Facebook or Amazon have on you is unprecedented. The same is true of the government. In law enforcement for instance, the police widely adopted dragnet surveillance practices enhancing drastically the data it collects on its citizens. Facial recognition is particularly controversial. The use of personal data in AI poses threats of unlawful or undesired decisions by algorithms, with drastic consequences for individuals. Sensitive AI privacy legislation include transparency, risk assessment, explainability, and predictability requirements. 

Regulation: Early AI policy discussions focused on how governments could give an edge to their national industries. It is in this context that Canada adopted the first national AI strategy in 2017. In 2022, privacy, bias, and ethical dimensions are now at the forefront of the policy debate. Legislators have a role to play in determining what type of data private and public actors have access to, and how to limit potential negative consequences of AI. Algorithmic biases in credit scores can be compensated with thorough auditing measures that need the implication of AI experts and social scientists. Government legislation can put thresholds on data stewardship, transparency, governance, and collection (the European Union is a leading actor in these fields). Another big theme linked to AI regulation are GAFAMs. Leveraging AI and personal data has been a key element helping these mega corporations grow in the last decade. Should private actors know this much about us? Should governments do something about it? 
Fields

Healthcare: You have a Fitbit or an Apple Watch? Then you already benefit from the advances of AI in healthcare. Other promises include more efficient triage to avoid biases, the early detection of diseases, robots that could perform complex surgeries, robots that could accompany the elderly in elderly care houses, etc. Most biomedical companies are already heavily reliant of AI, which is itself dependent on patient health information. This poses privacy concerns, especially when governments are considering sharing Canadian health information with AI companies (regulation). In terms of Bias, data overly trained on one set of patients (usually Caucasian) could lead to costly medical mistake with members of other groups. Who would be responsible for such a mistake (ethics): the doctor, the AI-provider, the government? 
Law Enforcement: As the police enact the State monopoly of legitimate violence over a given territory, the way it engages with technological innovations to enhance this power - or not -, and how society responds, are crucial dynamics illustrative of the challenges AI poses for policy makers (regulation). Why are algorithmic biases more concerning in policing than in other policy areas? What are the privacy implications of police dragnet surveillance practices? Is police accountability possible in the era of big data policing? Should we let the police be equipped with Automatic Licence Plate Readers, facial recognition software, AI-induced Body-Worn Cameras? Is predictive policing neutral? Who would be responsible for a death by police robot (ethics) ? 
Economy: Banks led the AI turn by introducing chatbots to the world, created credit rating algorithms, AI-induced stock market trading, and fraud detection mechanisms (notably leveraging facial recognition technologies / privacy). AI gives a comparative advantage to its adopters, and as such has led to an enhancement of inequalities, both inside countries and on a north-south frame. What is the impact of AI on the labor market? What type of job are replaced (and who occupies them / bias)? How can we ensure society benefits from these changes (regulation / ethics)? E-Commerce bankrupt hundreds of small businesses, but also created other work opportunities. What should we do with people that are being replaced by AI? Should governments help businesses not getting swallowed by Amazon? 
